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ABSTRACT: This paper analyzes the frequency distributions and
spectra of the characters of texts in the Warring States Project (WSP)
Ctexts corpus to extract information on genre and thematic aspects of the
texts. It uses the methodology developed by Popescu and Altmann (PA) to
identify important parts of word-frequency lists. The PA approach intro-
duces the concept of “h-point” to separate synsemantic and autosemantic
parts of frequency lists. This analysis is enabled by developing a list of syn-
semantic characters for classical Chinese. Although not all PA methods
provide useful information, the analysis of autosemantic characters in the
pre-h-point list (pre-h list) may provide results on genre classification and
text topics. This article analyzes a few particular cases in which autoseman-
tic characters in pre-h lists could be useful for identifying historical narra-
tives in the corpus and thematic analysis. The results are important for lin-
guistic analysis of Chinese texts and for a better understanding of the texts.
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1. Introduction

This article andyzes the character frequency in the WSP Ctexts cor-
pus' following the methodology developed by Popescu and Altmann (PA)

! This resource, created by the author, is based on Crestive Commons digital
versions of texts of Wikisource. It contains twelve texts of the Thirteen Classcs
(the Chun Qiu, the Gongyang Zhuan, the Guliang Zhuan, the Li Ji, the Lun Yu,
the Mengzi, the Shi Jing, the Shu Jing, the Xiao Jing, the Yi Li, the Zhou Yi, the
Zhou Li). It is excluding the Er Ya, but is including the Zhuang Zi (added as a
balancing text). It aso treats combined the Chun Qiu and the Zuo Zhuan as a
separate text, the Chun Qiu Zuo Zhuan.
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(see Popescu et d., Aspects), which uses such concepts as h-point, k-point,
cumulative spectra, and thematic concentration (described below). The
character vocabulary of these texts may be considered the most important
and representative character set of the pre-Han period (even extending to
the Han period). The study uses the open source digital resource of the
WSP Cg@(ts2 and is reproducible. Furthermore, dl results are available on
GitHub".

Thisis the third study in a series of articles describing the character
vocabularies of texts in the WSP Ctexts corpus’. It concentrates on the
character frequency lists of the texts in corpus to lay afoundation for fur-
ther studies of individua text’. It investigates aspects of character fre-
quencies of the vocabularies of the Thirteen classics, starting from char-
acter-frequency lists (“wordlists’).

The wordlists, based on word frequencies, have well-known issues
that limit their use for study of text topicality. One such limitation isthat the
highest-frequency positions on such lists are usudly occupied by words

2“Character vocabulary” isatext vocabulary, having characters, not “words’
asitsentries.

* DOI: https://github.com/wsw-ctexts/vocabulary_richness

“ The firgt article (Zinin, “Pre-Qin Digital Classics’) delineated the area of
study and the state of the art of digital resourcesin classical Chinese texts, includ-
ing history and problems of their digitization. To expose discrepancies among
exiging digital resources, this earlier study concentrated on numerical parameters
of texts, such as text lengths (in characters) and numbers of type characters,
avoiding addressing specific textology issues. These parameters vary considera-
bly, not only due to variation in text versons, but aso due to difficulties in the
digitization process. In addition, no open-source academically verified digita
resources are yet available for all researchers, to serve asa“ gold standard” ; there-
fore, most studies are not reproducible because their resources are not available to
other researchers. The author offered the Ctext platform as free source of repro-
ducible research. The second article (Zinin, “Vocabulary Richness’) provided a
general description of character vocabularies of textsin the Ctexts corpus. It con-
centrated on the analysis of vocabulary richness and variety in Ctexts. As most of
exiging measures (“indicators’) have not yet been tested on classca Chinese
texts, the author applied to these texts the methods of Tweedy and Baayen
(Tweedy and Baayen, “How Variable May a Congtant be?’'). The author ana
lyzed the vocabulary variety by using a dynamic Text-to-Token-Ratio (TTR)
indicator. This approach revealed some interesting text groupings and found that
some indicators work better than others. The Shi Jing and the Yi Li were identi-
fied astwo “extreme poles’ of vocabulary growth of the Thirteen Classics.

> “[E]xamining the wordlist from atext or a specialized corpus can be a dart-
ing point for examining the lexis of a particular text or text type” (Kyté and
Liideling, Corpuslinguigtics: an international handbook, 726).
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that serve mostly grammatica functions and do not provide much content
information. Separation of these words from “regular” words leads to Spllt—
ting al words (or characters) into two groups, known under various terms’.
Among these terms are pairs such as grammiatical-content, functlond-
content, form-structure words, etc. (Klammer et d., Instructor’s Manual)’.
In computationd linguistics, another category exlsts that is close (but not
identical) to function words; namely, stop words®. In the frequency range,
function words tend to be at the top of the list. However, some content
words, which are important for understanding the text's topic or genre,
could be dso closeto the top of the frequency list. The problemistofind a
method to separate these groups and select a group of relevant words.
Various methods are designed to use vocabulary for analyzing text
topicality®; for frequency lists, it is necessary to decide how many words

®“The most frequent words in a language tend to be grammatical or “closed
class’ words. When the user wants to look beyond the most frequent grammetical
words to see which are the “content” words, which are used most often, a “stop
list” may be used. Looking at frequently occurring words may aso tell you some-
thing about the themes or topics in the texts in a corpus’ (Kyté and Liideling.
Corpus linguigtics: an international handbook, 729).
In China, function words are often named “empty words’ (xu ci). See, eg.,
Nakagawaet a. “Chineseterm extraction”.

8“Thisis a list of words that a program omits from its searches. Such lists
typicaly contain grammatical or “closed class’ words, and/or Smply the most
common words in a corpus. If the user is interested in the grammatical words,
then it may be necessary to make surethat a stop list is not being used by the pro-
gram by default. Stop lists are sometimes used by software to prevent users from
searching for the most common words, as this would be too big a task for soft-
ware and would produce too many results to analyze” (Kyto and Liideling. Cor-
pusllngwstlcs an international handbook, 729).

° For example, the concept of “keywords’: “[t]he keywords of a text, in the
sense intended here, are words which can be shown to occur in the text with a fre-
quency greater than the expected frequency (using some relevant measure), to an
extent which is gatigtically significant” (Kyt6 and Liideling. Corpus linguigtics: an
international handbook, 730). “Keywords are an attempt to characterize the topic,
themes or gtyle of a text or corpus. As such, compared to some other forms of
andysis using a corpus, keywords anaysis tends to focus on the ways in which
texts function, rather than on overdl characterizations of a corpus, or focusing on
isolated linguistic elements in the corpus’ (Kyté and Liideling. Corpus linguidtics:
an international handbook, 733). “A fina problem relates to frequency and sdi-
ence. Thewords, which are perceived by the reader asthe most Sgnificant in atext,
are not necessarily only those, which occur more frequently than the reader would
expect... Keywords can suggest ways to start to understand the topics or style of a
text, and provide gatistical evidence for certain textual phenomena, but cannot pro-
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from the top are required or where to put divider between important and
“not-so-important” (topicaly) parts of the list. Various approaches exist
to select afew high-frequency content words, which are representative of
thetext topic. For example, it could be the top 10% or top 100 words. The
key isto identify whereto stop to sdlect words that are important from the
point of view of characterizing topicality.

Recently, PA offered a new solution to this g)roblem, based on the
application of the “h point” concept to linguistics™. They also developed
other interesting indicators for handling frequency spectra of texts, such
as “aindex,” “b-index,” etc. The h-point method is a modification of
Hirsch’s “h-index” method, applied for word frequencies™. Upon crest-
ing a frequency ranking of words, the function f(r) is introduced, where
f(r) is the frequency for rank r. The “h-point can be defined as that point
a which the straight line between two (usualy) neighboring ranked fre-
quenciesintersectsthey = x ling” (Popescu et d., Aspects, 24), i.e., where
r =1(r). For example, in the ranking

r 1,2345

f(r) 4,2,1,1,1

the h-point is 2 (Popescu et al., Aspects, 24).

Popescu and Altmann use specific terms “synsemantic” and “auto-
semantic” for the dichotomy, which correspond to the idea of “ grammati-
cal-content” division. “The h-point seems to be an important indicator in
rank-frequency phenomena. [....] The number of synsemantic tokens in
texts is aways greater than that of autosemantics, and usualy they oc-
cupy the firg ranks by frequency. The h-point forms a fuzzy threshold
between these two kinds of words. [...] autosemantics may occur more
frequently than f(h) and their occurrence in the pre-h domain signalizes
their association to the theme of thetext. [...] The more autosemantics are
in this domain and the more frequent they are, the greater the thematic
concentration of thetext” (Popescu et a, Aspects, 24).

Following the PA methodology, the terms synsemantic and autose-
mantic are used in this article. These concepts alow usto set up the area
of frequency list where the content words are important for defining the
text topic. This article uses this methodology to look at frequency lists of

videalig of al theinteresting words, revedl al styligtic devices, and cannot explain
atext” (Kyt6 and Liideling. Corpuslinguigtics. an international handbook, 733).

19 See Hirsh, “An Index to Quantify”.

! Hirsh's concept of h-point is not new; it is an “extension of the mathemati-
ca fixed point to the actual discrete rank-frequency digtribution” (Macutek et al.,
“Confidenceintervas’, 45).
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the vocabularies of WSP Ctext corpus and investigates how these lists
could be used to anadyze text topicality and genre classification.

One problem is how to define exactly the set of synsemantic charac-
tersfor classical Chinese. Even for English, no clear-cut definition of this
term exists in general linguistics, and it is even more difficult to define
such a character list for the classical Chinese™. Computational linguistics
has a dightly different concept of “stop-words,” i.e., the list of words that
are “not important” for text content, but these lists are aso not available
for classica Chinese. A synsemantic character list is thus developed in
this work by combining a few available resources, such as existing stop-
word lists for modern Chinese (created for Baidu search engine®®) and a
list of grammatical characters from classical Chinese grammar books™.

The article andyzes “h-points’ of character lists of texts, and “pre-h”
and “post-h" domains in the view of synsemantic and autosemantic char-
acter sets. The primary goal is to investigate whether character frequency
lists provide topical information that could be used for text classification
and genre atribution, and how the PA methodology could be used for
this™. Based on the application of the h-point concept, the atosemantic
lists of charactersthat provide topical information for each text in the cor-
pus is developed. The comparison of these sets helps to group similar
texts and their genre attribution™.

Previouswork

Generd works on frequency statistics of characters are not lacking,
especidly in modern texts (see, eg., the review in Da, “A corpus-based

12 For example, Hao states that “no commonly acceptable stop word list has
been congtructed for Chinese language’ (Hao, 2008, 718). This does not mean
that such work has not been done. Many individual stop word lists were pro-
duced, but most are not available publicly.

' DOI: http://www.baiduguide.com/baidu-stopwords/

Y There are many grammar references on function words and characters in
classca Chinese, eg., Dobson, A Dictionary of the Chinese Particles, Chi, Gu-
dai hanyu; Bai and Chi, Gudai hanyu; Wang, Gui hanyu; Yang Bojun, Gui
hanyu. For this study, a filtered list was created that combined Baidu, GitHub,
and Wang'sligts (see Appendix 2).

> Topical andlys's of texts by their vocabulary is not directly connected to genre
atribution. However, in some cases genre attribution may use vocabulary anaysis.

18 Wheress it is obvious, that multiple character words existed in this period
there is no recognized and fredy available digital resource of the texts with
marked word boundaries. Meanwhile, not only were most words at this period
single-character words, but character vocabulary by itself was aso the main sta
ple of al studies on text vocabularies of this period.
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study of character and bigram frequencies,” 1-2). However, for classica
Chinese, mogt datistics started to be collected only recently, after digita
versons of texts became available (i.e., from the 1980s). Initidly, re-
searchers presented statistics on text length, but soon statistics on charac-
ters became available. Dais one of pioneers (Da, “A corpus-based study
of character and bigram frequencies’) and published data on genera fre-
quency of charactersin Classical Chinese!’

In 2001 Guo published a pioneering article on Chinese dlassics fre-
quencies (Guo, “Guda hanyu”). The study concentrates on three classes
of the most frequent characters and breaks them down by genres, as well
as by stroke digtribution, etc. Guo, as is popular in Chinese linguistics,
implements a “frequency-zone” approach to identify meaningful areas of
frequency lists. Guo sdlects the first hundred most-frequent characters,
divides them into three zones. A (1-10), B (11-30), and C (31-100)
(Guo, “Gudai hanyu”, 70), and investigates their properties. Guo provides
these data on individua texts (Shi jing, Lunyu, Zuozhuan) (Guo, “Gudai
hanyu”, 71) and on most pre-Qin and Han texts, breaking them down by
genres (historical, philosophical, poetical) and by part-of-speech (POS)
categories (Guo, “Guda hanyu”, 73). He aso analyzes semantics and
compares with frequencies of modern Chinese characters. Guo aso com-
pares character frequencies with word frequencies and looks at stroke
distribution and phonol ogy aspects.

Qin provides generd dSatistics for charactersin classics (Qin, “Xian-
gin guji”) and frequencies of singletons and related most-frequent charac-
ters. She divides characters by frequency into five zones and anayzes
their characterigtics.

Li Bo (Li, Shiji Zpin yanjiu) published a monograph on character fre-
quency in the Shi J. It provides character Satidtics for dl parts of the text
(Li, Shiji Zpin, 20-38). Li divides the frequency lig into five zones. most-
frequent core, high, medium, low, and singletons, and compares frequencies
with other texts. Smilarly to Guo, Li andyzes the part-of- speech (POS)
breakdown, the distribution of persona and geographical names, etc.’®

Li Xiang (Li, Shisanjing jigao) providesthefirst sudy devoted to the
Thirteen classics. Li Xiang breaks down the hundred most-frequent char-
actersinto four groups (1-10, 10-30, 30-50, 50-100 or A, B, C, D) and
andyzes them (Li, Shisanjing jigao, 22). Li Xiang aso implements a

" Dais the author of the popular online table of frequencies of classical Chi-
nese characters, which is still the most cited; DOI: http://lingua.mtsu.edu/chinese-
computing/statistics/char/list.phpWhich=CL

¥ There is also frequency comparisons with other historical texts and the
Thirteen classics.
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genre-oriented approach (philasophical, historical, language, ritud, fic-
tion, ethica) and produces a distribution by POS.

In a monograph on frequencies of the Thirteen classics, Hai Liuwen
(Hai, Shisanjing Zipin) implements the schema of five frequency zones
(Hai, Shisanjing zipin, 19-20), analyzing them for each classic (Hai, Shi-
sanjing zipin, 30-37, 39-42) and comparing texts by the number of char-
actersin each layer. He aso introduces modern dictionary rank frequen-
cies (Hai, Shisanjing zipin, 45-85).

In a recent book on information management of pre-Qin cultura
monuments, Chen Xiaohe andyses twenty-five pre-Qin texts (Chen, Xian
Qin wenxian). Chen also applies genre classification to Pre-Qin classics,
athough it is a rather traditiona “Siku-style’ classification. Chen pro-
vides frequency datistics not only for characters, but also for words.

Thanks to this research, the gtatistics of character frequencies of the
Thirteen classics is well developed. However, the mgjority of research
has concentrated on creating lists of most-frequent characters for various
classics. The importance of meaningful separation of frequency lists is
often understood by dividing the lists into frequency zones and discussing
the resulting stylistic characteristics. However, the size of zones and their
partitioning were identified with no relation to text sizes, e.g., by sdlecting
the “top ten characters,” “characters with ranks from 30 to 50,” etc. Such
research, as a rule (excepting Chen, Xian Qin wenxian), did not separate
function and content characters, and uses most-frequent characters for
syligic analysis, not content analysis. Therefore, these works have no
significant impact on the research presented herein. To the best of this
author's knowledge, the PA methods have yet to be applied to classica
Chinese texts (although they have been applied to later medieval texts™).

This sudy condsts of the following parts. First, we andyze character
rank-frequency charts of texts in the corpus. Second, we sudy frequency
spectrum charts and h-points for these texts. Findly, we compare autoseman-
tic characters contained in pre-h parts of frequency ligs, thereby building the
foundation for thematic andyd's (athough we do nat present complete con-
tent analyses”). We identify and use some featuresin these lists to prove that
they may be used for atribution of historical narrativesin the corpus.

9 Lju Haitao et a. (Yu and Liu, “Comparison of vocabulary richness’, Pan,
Hui and Liu, “Golden section”, etc.) used thisindex to invetigate genre in classi-
cd Chinese novd. Liu aso appliesit to trandations of the nove “Hongloumeng”.

% This study assigns the terms “thematic analysis’ and “content analysis’ a
smilar meaning, resulting from the preference for the terms “thematic analysis’,
“thematic concentration” in the PA methodology, whereas “content analysis’
seems to be a wider category, covering more types of quditative research. At-
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The author is grateful to E. Bruce Brooks, who has supported the WSP
Ctexts project from its beginning, and has encouraged his research.

2. Rank-frequency charts

Popescu observes that word frequency is not an “intrinsic property
because it cannot be measured directly on the word [by] using some op-
erationa definitions’ (Popescu, Word Frequencies, 1). Only empirica
frequencies may be obtained by studying text corpora, and these frequen-
cies are text dependent. However, with the proper choice of corpus, the
researcher can ill obtain some important information about large areas
of literature. In classical Chinese, corpus sizes are generdly limited. Al-
though the WSP Ctexts corpus is not the largest collection of texts, it is
representative in terms of character vocabulary. Therefore, a study of
character frequencies in the WSP Ctexts should provide valuable infor-
mation on area of classical Chinese studies.

As noted above, character-frequency lists of digital versions of
Chinese classics depend strongly not just on the given text, but also on
the specific digital version of the texts and its digitalization procedure.
For example, for three top-frequency lists of the same classics, which
are publicly available, the top 100 characters are not identical (see
Zinin, “Pre-Qin Digital Classics’). Identifying the reason for such dis-
crepancies is difficult because source texts are most often not available,
which is why the present study is based on open-source and replicable
technology. The texts and frequency lists are available online for repli-
cation and verification.

Table 1 presents the 36 most frequent characters for the Chun Qiuin
WSP Ctexts corpus.

Table 1. Thetop part of frequency list for the Chun Qiu. The graph col-
umn contains characters ordered according to their frequency (“freq” col-
umn) and assigned arank (“rank” column). If a character belongs to synse-
mantics group, it has 1 or 2 (dass of synsemantic) inthe “function” column

rank function graph freg
1 H 713
2 2 A 654
3 2 A 463
4 1% 417
5 iy 397

tempts have recently been made to establish digtinctions between the two con-
cepts (see, e.q., Vaismoradi M. et al., “ Content analysis and thematic analysis’),
but these digtinctions are not relevant for this article.
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6 ¥ 396
7 1 T 363
8 = 310
9 + 305
10 S 279
11 2 H 263
12 F 261
13 B 255
14 7K 251
15 i 244
16 (& 239
17 3 239
18 K 239
19 fi1 239
20 1% 233
21 E 229
22 1 & 214
23 1% 198
24 ES 195
25 - 180
26 1 2 179
27 # 163
28 2 g 162
29 £ 150
30 1 [ 148
31 e 141
32 ] 128
33 %k 124
34 Bl 121
35 1 B 118
36 2 K 113

Figure 1 presents arank-frequency chart of the first hundred rank en-
tries of character frequencies in the WSW Ctexts corpus. This type of
chart shows character ranks on the x-axis and their frequencies on the y-
axis. For example, in Table 1, the character yue has the first rank with an
absolute frequency 713 tokens, the character gong has the second rank
with an absolute frequency 654, etc. Rank-frequency curves ignore indi-
vidua characters in frequency lists and can only provide information on
potentia stylistic differencesin character use and text coverage.

The rank-frequency curves of textsin Fig. 1 seem to be very similar
in form if we exclude the middle segment (between numbers 5 and 25,
which isactualy the most interesting part).
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Rank Frequency Chart for CTEXTS (top hundred)
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Figure 1. Rank Frequency chart for the WSP Ctexts (top hundred).
The x-axis gives the position in the frequency list (rank) and the y-axis
givesthe number of entries for the character with thisrank

Some understanding of these curves is gained by fitting them with
curves formed from known parameters. Such an approach alows for nu-
merical comparison of curves and indirect evauation of parameters of
unknown original distributions (i.e., stylistic differences). For this study,
the fitting (for the first hundred positions) was done with the help of free
MyCurveFit software”. Generally, rank-frequency curves should be best
fit by power laws (according to Zipf's Law). However, in this case, the
best fit is obtained with a fourth-order polynomia (4PL). Tables2 and 3
give thefitting parameters™.

Table 2. Fourth-order polynomid fittings of WSP Ctext corpus fre-
quency curves, sorted by parameter B (decreasing). The first column isthe

21 DOI: https.//www.mycurvefit.com/

%2 The parameters “a’ and “b” control points at the beginning and the end of
curve (the upper and lower asymptotes of the curve), and the parameters “b” and
“c” control curve dope: the parameter “b” controls the steepness of curvature at
point ¢ (Hill’'sdope), and “c” controlsthe inflection point (i.e., the point on the S-
shaped curve halfway between a and d). The greater the parameter “b”, the
Seeper isthe dope.
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abbreviation of text titles (see dbreviation list at the end of the article), and
columns a, b, ¢, d contain the respective parameters of thefitting curves

Texts sorted by parameter b of 4pl curves
b

a c d

LY 1201.805 1.269255 3.101328 18.46599
LJ 5460.579 0.94665 2.613665 -20.0199
GY 1839.398 0.904307 5.315445 -27.3502
MZ 2920.835 0.883385 1.837437 -32.1025
SHI 1694.393 0.794405 1.496774 -16.5317
ZHZ 5143.033 0.78716 1.658353 -123.241
ZL 8642.383 0.747191 0.309148 -19.3749
Z 13986.09 0.738874 1.025051 -157.811
CQzz 17561.42 0.626911 0.585614 -343.63

Y 1629.075 0.583592 0.543049 -58.8629
GL 5.85E+09 0.497013 1.13E-13 -131.875
XJ 398.9636 0.454172 0.087503 -13.1246
CQ 1717.798 0.420444 0.852837 -206.54

YL -34.4658 -0.82093 6.802611 1713.88

SHU -8.9651 -0.92738 6.095543 763.9737

Table 3. Fourth-order polynomia fittings of WSP Ctext corpus fre-
quency curves, sorted by parameter ¢ (increasing). The first column is the
abbreviation of text titles (see abbreviation list at the end of the article), and
columns a, b, ¢, d contain the respective parameters of thefitting curves

Texts sorted by parameter ¢ of 4pl curves
b

a c d

GL 5.85E+09 0.497013 1.13E-13 -131.875
XJ 398.9686 0.454172 0.087503 -13.1246
ZL 8642.383 0.747191 0.309148 -19.3749
ZY 1629.075 0.583592 0.543049 -58.8629
CQzz 17561.42 0.626911 0.585614 -343.63

CQ 1717.798 0.420444 0.852837 -206.54

Z 13986.09 0.738874 1.025051 -157.811
SHI 1694.393 0.794405 1.496774 -16.5317
ZHZ 5143.033 0.78716 1.658353 -123.241
MZ 2920.835 0.883385 1.837437 -32.1025
LJ 5460.579 0.94665 2.613665 -20.0199
LY 1201.805 1.269255 3.101328 18.46599
GY 1839.398 0.904307 5.315445 -27.3502
SHU -8.9651 -0.92738 6.095543 763.9737
YL -34.4658 -0.82093 6.802611 1713.88
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The parameters of fitting curves vary considerably, which allows the
texts to be classified. For example, in Lun Yu, the rank frequency falls
quickly, whereas the character distribution in Shu Jing seems to be more
even. Evduating by the inflection point in thefitting curve identifies three
digtinctive groups of texts. c<1,c~1,andc> 1.

This behavior needs explanation. The steep fall of the curve meansa
shorter distance to the inflection point, which suggests a smaller group of
high-frequency characters, but fewer characters exist between high- and
low-frequency groups. A flatter curve means that character frequencies
are distributed more evenly across the rank spectrum. Text vocabularies
may be compared from this point of view, but this analysisis beyond the
scope of this article. Upon sorting the texts of the WSP Ctexts corpus by
parameters b and ¢ of their curve fits, they do not fit the usua genre
grouping of such texts®.

3. Frequency-spectrum charts

Another way to look at character coverage of text through frequen-
cies involves the frequency spectrum. The characters should be ordered
according to how many times they appear in text. For example, 327
unique characters appear in the Chun Qiu (singletons), 151 characters
appear twice in the text, etc. Therefore, the value 327 is assigned to spec-
trum-rank 1, etc. The frequency-spectrum distribution charts for the WSP
Ctexts corpus are presented in Fig. 2.

2 The Thirteen classics may be classified as “historical texts’ (the Chun Qiu,
the Zuo Zhuan, the Gongyang Zhuan, the Guliang Zhuan), “ritualistic texts’ (the
Yi Li, theLi Ji, the Zhou Li), “philosophical texts’ (the Lun Yu, the Mengzi, the
Zhou Yi (and added the Zhuangzi)), and “fiction/poetry” (the Shi Jing and the
Shu Jing). Naturaly, this classification is not rigid. For example, the Shu Jing
could be aso classfied with historical texts (stylitically, however, its vocabu-
lary-richness parameters put it closer to the Shi Jing (see Zinin, “Vocabulary
Richness’)). On the other side, vocabulary-richness indicators do not group texts
of the same genre together, so they are not decisive in genre attribution. For ex-
ample, the developmental profiles of Type-Token-Ratio (TTR) suggests breaking
the corpus into four groups of texts: (1) The Shi Jing; (2) The Shu Jing, the
Zhuangzi, the Li Ji, the Zuo Zhuan, the Chun Qiu Zuo Zhuan, the Lun Yu, the
Mengzi, and the Zhou Li; (3) The Zhou Yi, the Chun Qiu, the Guliang Zhuan,
and the Gongyang Zhuan; and (4) The Yi Li. (Zinin, “Vocabulary Richness’).
This arrangement does not group together rituaistic texts, and only vaguely
groups together historical texts.
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Figure 2. Frequency-spectrum cﬁa’t'?or the Ctexts. The x-axis gives
the position in the frequency spectrum list (rank) and the y-axis gives the
number of charactersfor this spectrum rank

The most important part of the distribution is located within the first
twenty positions, as presented in Fig. 3.
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Figure 3. Frequency-spectrum chart for the Ctexts; first twenty posi-
tions. The x-axis gives the position in the frequency spectrum list (rank)
and the y-axis gives the number of charactersfor this spectrum rank

The curve form is different from rank-frequency charts and are bet-
ter fit by a power law, with the two parameters“a’ and “b,” displayed in
Table 4%, The greater is parameter a, the steeper the Sope descends. The
steep fal of a curve means that many singletons and characters exist (i.e.,

 Therefore, these curves are closer to those suggested by Zipf's Law.
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that appear only two or three times) and many characters have higher fre-
quencies, with fewer of other types of charactersin between.

Table 4. Power-law fits to frequency-spectrum curves for WSW
Ctexts corpus, sorted by parameter “a’ in decreasing order

Texts sorted by parameter a (power curves)
a b
ZHZ 883.1699 -1.19849
SHI 846.4789 -1.12589
LJ 746.3928 -1.1124
zZ 610.7547 -0.99076
CcQzz 590.8199 -0.97178
ZL 585.4565 -1.12037
SHU 573.9839 -1.17326
MZ 531.6745 -1.13227
LY 485.9311 -1.28618
GL 4244473 -1.12391
GY 4145473 -1.08534
YL 365.0004 -1.08784
CQ 332.6843 -1.31413
Y 264.7787 -1.01289
XJ 162.8639 -1.42313

Text ordering is based on the parameters obtained from fitting the
frequency-spectrum curves, deserves a separate study and is beyond the
scape of thiswork.

4. H-point datigtics
4.1. Stop-words

The third approach offered by the PA methodology to studying char-
acter frequencies is the analysis of pre- and post-h-point distributions.
This method separates the generd areas of synsemantic and autosemantic
vocabulary components.

This approach requires a synsemantic list to be established. What are
the synsemantic characters in classical Chinese? There is no gtrict defini-
tion of synsemantics in Popescu's book, which implies that the main
property of a synsemantic word is its high frequency: “[it] iswell known,
the auxiliaries, the synsemantics etc., are usualy more frequent than auto-
semantics’ (Popescu et al., Aspects, 18) and “the h-point divides the vo-
cabulary into two parts, namely, in a class of magnitude h of frequent
synsemantics or auxiliaries (prepositions, conjunctions, pronouns, arti-
cles, particles, etc) and a much greater class (V-h) of autosemantics
which are not so frequent but build the very vocabulary of the text”
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(Popescu et d., Aspects, 18-19). This reference to frequency rates, having
no clear crlterla, does not facilitate building a synsemantic list?.

Such a list may be created based on the similarity between synse-
mantic and autosemantic and divisions such as content-grammar, struc-
ture-function, or structure-form. The resulting list may be merged with
the input from a stop word list. However, while any grammar textbook
offers examples of function words, no full ready-made list of them exists
that could be used for building a synsemantic list, especialy for classica
Chinese. The situation is Smilar to that of the “stop-words’ lists in com-
putationa linguigtics, and they are often developed “ad hoc.” Maha ak-
shmi and Sivasankar (Mahaakshmi and Sivasankar, “ Craoss Domain Sen-
timent Analysis’, 83) note that “There is no single universal list of stop
words used by al natura language processing tools. For a given purpose,
any group of words can be chosen as stop words’. Moreover, computa
tiond linguistics stop lists need more filtering to extract synsemantics
than grammar- or function-word lists. Stop-word lists could include some
of the most common words, including lexical words, such as “want,” be-
cause researchers are mostly interested in the most efficient way to clas-
sify documents. Therefore, in genera, there exist no clear criteria or
“written-in-stong”’ samples of synsemantic lists.

Chinese stop words are usualy words such as adjectives, adverbs, re-
positions, interjections, and auxiliaries (i.e., hon-content words). Most stop-
word lists developed for recent studies are not available publicly. Two stop-
word lists eqst in the public domain for modern Chinese: one was devel-
oped by Baidu®®, and the other is available from a Github repository®’.

This study Uses exigi ng lists of function words and stop-word liststo
creste a synsemantic single-character list of combined stop words™ and
classica Chinese function words, or “empty words’ (Wang, Gu Hanyu).
In fact, two lists were created: a core synsemantic character list, which is
essentialy the book’s ligt (class 1 synsemantics), and an extended ligt,
which includes those characters on lists that could be interpreted as con-
tent words (class 2 synsemantics, see Appendix 1). It is hoped that these

% Note that the term “synsemantic” in this approach could have two mean-
ings. On the one hand, it is basically everything located in the “ synsemantic ared’
of agiven text. On the other hand, there isalist of vocabulary synsemantics. As
part of thematic analysis, PA understand these as vocabulary autosemantics,
which got into statistical synsemantics areaare gpecial.

%5 DOI: http://www.baiduguide.com/baidu-stopwords/

%" DOI: https://github.com/ghpaetzold/questpluspluslblob/master/lang resources/
chinese/chinese stopwordsitxt

% Filtered Baidu stop words DOI: http://www.baiduguide.com/baidu-

stopwords/
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listswill berefined and improved. In this study, only class 1 synsemantics
were considered synsemantics.

While function word digtribution could be one of important tools for
styligtic forensic analysis, these words are not so important when it comes
to topica andysis. As Lescovec et d. note “in fact, the severa hundred
most common words in English (called stop words) are often removed
from documents before any attempt to classify them. In fact, the indica-
tors of the topic are relatively rare words’ (Lescovec et d., Mining of
Massive Datasets, 8).

4.2. H-paint

This study presents most of indicators developed by the PA method-
ology for al texts in the WSP Ctexts corpus’™. Table 5 presents al h-
points for texts in the WSP Ctexts corpus (not ordered by h-point value,
because h-point depends on text length).

Table 5. Frequency indicators for Ctexts corpus. The columns N and
V contain data on the number of characters in a text (tokens) and the
number of unique charactersin the text (types). H is the h-point, and h/'\V/
is the result of dividing h-point value by V. See the list of abbreviations
for abbreviations of text names

Text N V h-point hvV

CQ 16791 941 60 0.064
yv4 178563 3235 182 0.056
CQzz 195354 3251 191 0.059
GY 44224 1640 94 0.057
GL 40835 1594 91 0.057
LJ 97994 3041 136 0.045
LY 15923 1361 50 0.037
MZ 35354 1892 78 0.041
SHI 29622 2833 66 0.023
SHU 24539 1911 67 0.035
XJ 1800 374 20 0.053
YL 53882 1536 114 0.074
ZL 49410 2212 96 0.043
ZY 13348 1030 51 0.050
ZHZ 65251 2968 101 0.034

4.3. A-value

Many other indicators in the PA methodology are based on the h-
point. One such indicator is the “avalue.” The value of h (or h-1) is con-

# Also available online as Excel spreadsheets (see Reference section for
Github links; and there arelists of charactersfor each text).

270



sidered by Popescu to be the naturd “pace’ of the text (Popescu, Word
Frequency, 19). This “pace’ depends on the text’s length. However, a
more length-independent indicator for texts is desirable, so Popescu, fol-
lowing Hirsh, offers the “avaue’ indicator to describe an h-paced text.
The influence of the text length on the indicator thus diminishes (Pope-
scu, Word Frequency, 19). The expression is a = N/h2, where N is the
number of wordsin the text.

Unlike the h-point, which grows aimost linearly with N, the a-point
is a gtable indicator and does not (in the case of the WSP Ctexts corpus)
correlate with N in the corpus sdlection of texts. Fig. 4 compares h-point
and avaue curves, and Fig. 5 presents a scded avaue curve. The &
values of the WSP Ctexts corpus are presented in Table 6. They can be
sorted, because the text length less affects the a-value.
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Figure4. H-point chart depends on the number of charactersin thetext,
whereasthe avalue chart isless dependent on the number of characters
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Figure 5. Scaled-up view of a-value chart from Fig. 4

Table 6. A-vaue sorted in descending order. The columns N and V
contain data on the number of charactersin atext (tokens) and the num-
ber of unique characters in the text (types). See the list of abbreviations
for abbreviations of text names

Text N V h-point aindex

SHI 29622 2833 66 6.800
ZHZ 65251 2968 101 6.397
LY 15923 1361 50 6.369
MZ 35354 1892 78 5.811
SHU 24539 1911 67 5.466
Y4 178563 3235 182 5.391
ZL 49410 2212 96 5.361
cQzz 19534 3251 191 5.355
LJ 9794 3041 136 5.298
zY 13348 1030 51 5132
GY 44224 1640 A 5.005
GL 40835 1594 91 4931
CQ 16791 A1 60 4.664
XJ 1800 374 20 4500
YL 53882 1536 114 4.146

This text ordering and ensuing group arrangements are closer to those
created by vocabulary richness developmenta profiles, unlike the case of
rank frequency of frequency-spectrum curve parameters. As sorted by a
vadue, thisindicator putsthe Shi Jing at thetop, and the Yi Li at the bottom.

Popescu remarks that, in the cross-linguistic perspective, from the
point of view anayticity or syncretism, a lower average “avalug’ means
analyticity. In the WSP Ctexts corpus, avaue < 6.8 (between 4.1 and
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6.8) for all texts and, placing it into Popescu's classification built on “a&
value," classica Chinese could be placed among Polynesian languages
(see Popescu, Word Freguency, 47-48).

5. Vocabulary richness

Popescu and Altmann aso developed their own indicators of vo-
cabulary-richness indicators: F(h) and G(k)*.

5.1. E(h) indicator

F(h) is a cumulative function of ranked frequencies (see Table 7)*%.
The “relative frequency up to h-point, i.e., F(h) represents h-coverage of
thetext” (Popescu et al., Aspects, 30), it will be the “area covered by aux-
iliaries’. Thus, Popescu offers amodified value F(h), which is given by

F(h) = F(h) —h%/2*N

Thisindicator offers better coverage by auxiliaries. Therefore, 1-F(h)
is an aspect of vocabulary richness, reflecting the distribution of hapax
legomena and other autosemantics which are, important for thematic as-
pects. Popescu considers F(h) to be a vocabulary-richness indicator that is
independent of text length.

Table 7. F(h) sorted in descending order. The columns N and V con-
tain data on the number of charactersin atext (tokens) and the number of
unique charactersin the text (types). h/V isthe result of dividing H by V.
Seethelist of abbreviationsfor abbreviations of text names

Text N V h-point hvV F(h)

SHI 29622 2833 66 0.023 0.396
XJ 1800 374 20 0.053 0.401
SHU 24539 1911 67 0.035 0.464
Y 13348 1030 51 0.050 0.548
LY 15923 1361 50 0.037 0.550
ZL 49410 2212 96 0.043 0.569
MZ 35354 1892 78 0.041 0.584
LJ 9794 3041 136 0.045 0.590
ZHZ 65251 2968 101 0.034 0.595
GL 40835 1594 91 0.057 0.647
GY 44224 1640 A 0.057 0.648
77 178563 3235 182 0.056 0.659

% Different from those covered in the previous article (Zinin, “Vocabulary

richness of early Chinesetexts’).

3L E(h), i.e., the sum of all frequencies up to rank h, or, rather, its relative

value, divided by N.
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YL 53882 1536 114 0.074 0.673

CQzz 195354 3251 191 0.059 0.676

CQ 16791 941 60 0.064 0.676

Arranged by F(h), Table 7 groups together Shi, Shu, Zhouyi (includ-
ing XJ), then philosophical texts (including the Li Ji), and findly the
group of historical texts, including the Yi Li. This text grouping is close
to the grouping obtained by dynamic TTR profiles mentioned above.

5.2. G(K) indicator

Another aspect of vocabulary richness is represented by the G(k)
function. This function introduces the K-point, which is a counterpart of
the h-point, but for the frequency-spectrum distribution (represented in
Figs. 2 and 3). The K-point is defined in the same way as the h-point in
relation to the frequency spectrum®. Characters from 1 to k-1 may be
considered autosemantics, and characters above K may be considered
synsemantics. The data on the k-point and G(k) are presented in Table 8.

Table 8. G(k) sorted in descending order. The columns N and V con-
tain data on the number of charactersin atext (tokens) and the number of
unique characters in the text (types). k/V isthe result of dividing k by V.
Seethelist of abbreviationsfor abbreviations of text names

Text N V k-point kv G(K)

SHI 29622 2833 16 0.006 0.881
LY 15923 1361 14 0.010 0.868
SHU 24539 1911 16 0.008 0.854
ZHZ 65251 2968 20 0.007 0.852
zY 13348 1030 14 0.014 0.842
XJ 1800 374 6 0.016 0.837
MZ 35354 1892 16 0.008 0.823
CQ 16791 91 12 0.013 0.821
ZL 49410 2212 18 0.008 0.807
GL 40835 1594 17 0.011 0.797
GY 44224 1640 16 0.010 0.787
LJ 9794 3041 19 0.006 0.767
CQzz 19534 3251 26 0.008 0.737
7z 178563 3235 23 0.007 0.726
YL 53882 1536 14 0.009 0.723

Like F(h), G(k) groupstextsin away that is closer to the known vo-
cabulary-richness groupings, with the Shi Jing at one end of the spectrum
andtheYi Li at the other end.

% |ntermediate points are not calcul ated.
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5.3. Indicatorsk/V and b

Similar to the h-point, the k-point introduces indicators such as k/\V
and b =V/k"2; see Table 9.

Table 9. G(k) and b, sorted in descending order. The columns N and
V contain data on the number of characters in a text (tokens) and the
number of unique charactersin thetext (types). k/V isthe result of divid-
ingk by V. Seethelist of abbreviations for abbreviations of text names

Text N V k-point  |k/V G(K) b

SHI 20622 2833 16 0.006 0.881 | 11.066
XJ 1800 374 6 0.016 0.837 | 10.389
LJ 97994 3041 19 0.006 0.767 | 8424
YL 53882 1536 14 0.009 0723 | 7.837
SHU 24539 1011 16 0.008 0854 | 7.465
ZHZ 65251 2968 20 0.007 0852 | 7420
MZ 3534 1892 16 0.008 0823 | 7.391
LY 15923 1361 14 0.010 0.868 | 6.944
ZL 49410 2212 18 0.008 0.807 | 6.827
CQ 16791 91 12 0.013 0821 | 6.535
GY 44224 1640 16 0.010 0.787 | 6.406
77 178563 3235 23 0.007 0.726 | 6.115
GL 40835 1594 17 0.011 0.797 | 5516
Y 13348 1030 14 0.014 0.842 | 5.255
CQzz 195334 3251 26 0.008 0737 | 4.809

The graphic distribution of b-pointsisdisplayed in Fig. 6.

WSP ctexts b-index
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@ b-index

230000

Figure 6 . b-points (y-axis) over the number of charactersin the text
(x-axis); theb valueisless dependent on the number of characters
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This pictureis similar to the A-value distribution; no immediate cor-
relation exists between text size and indicator value, in this text sample.
For Popescu, the b-point has a linguistic meaning similar to that of the a
point. A greeter vaue of b, asfor a, means a more synthetic language.

5.4. Indicator of vocabulary exploitation A

In terms of the PA methodology, vocabulary richness means “more
autosemantic, less synsemantic” text features (..., p. 76). Therefore, A =
Ah/Amax is yet one more indicator of vocabulary richness offered by the
PA methodology (see Table 10).

Table 10. Indicator A sorted in ascending order. The columns N and
V contain data on the number of characters in a text (tokens) and the
number of unique characters in the text (types). See the list of abbrevia-
tionsfor abbreviations of text names

Text N \Y aindex F(h) A

XJ 1800 374 4500 0.290 0.74027
YL 53882 1536 4.146 0.553 0.845089
CQ 16791 A1 4.664 0.569 0.854369
SHU 24539 1911 5.466 0.372 0.863278
zY 13348 1030 5132 0451 0.871152
GY 44224 1640 5.005 0.548 0.881051
GL 40835 1594 4.931 0.546 0.90113
SHI 29622 2833 6.800 0.323 0.913135
LY 15923 1361 6.369 0471 0.913455
CcQzz 195354 3251 5.355 0.582 0.915681
MZ 35354 1892 5.811 0.498 0.918754
zZ 178563 3235 5.391 0.566 0.919115
ZL 49410 2212 5.361 0.476 0.919184
LJ 97994 3041 5.298 0.495 0.922809
ZHzZ 65251 2968 6.397 0.517 0.933892

Fig. 7 plots the indicator A. Whereas “the index A does not depend
on text length N” (Popescu, Word frequency, 79), it does not group texts
into arrangements discovered by the dynamic TTR profiles.
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Figure 7. Indicator A (y-axis) over the number of characters in the
text (x-axis); the A isless dependent on the number of characters

6. Thematic concentration

In the present work, the main interest of the h-point is its ability to
open the perspective of anayzing thematic concentration and topicality of

texts (Popescu, Word fregquency, 95-96).

Even the smple indicator, 1-SYN/AUTO alows to evaluate the de-
gree of thematic concentration™.

Table 11. Numbers of Class 1 synsemantics (SYN), autosemantics
(AUTO), Class 2 synsemantics (SYN_STO) and related indicators 1-
SYN/AUTO and 1-SYN_STOP/AUTO. See the ligt of abbreviations for
abbreviations of text names

SYN [AUTO| 1-SYN/AUTO | SYN_STOP | 1-SYN_STOP/AUTO
1 |CQ 11 60 0,8167 6 09
2 |ZZ 56| 182 0,6923 45 0,752747
3 |CQZZ 57 191 0,7016 45 0,764398
4 |GY 26 94 0,7234 26 0,723404
5 |GL 28 91 0,6923 23 0,747253
6 |LJ 45/ 136 0,6691 37 0,725926
7 LY 22 50 0,56 27 0,46
8 |MZ 35 78 0,5513 32 0,589744

% The PA methodology offers a more complex indicator of thematic concentra-
tion (Popescu, Word frequency studies 95), which is not featured in this study.
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9 |[SHI 29 66 0,5606 25 0,621212
10 |SHU 30 67 0,5522 27 0,597015
11 |XJ 13 20 0,35 10 05
12 |YL 33 114 0,7105 24 0,789474
13 |ZL 22 96 0,7708 32 0,663158
14 |ZY 14 51 0,7255 11 0,784314
15 |ZHZ 45| 101 0,5545 38 0,595745
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Figure 8. Values of indicators SYN/AUTO and SYN_STOP/AUTO
(y-axis) over the texts (x-axis); thematic concentration is less dependent
on the number of characters

The indicator consigting of the ratio of synsemantic to autosemantic
in the pre-h ligt alows to group historic and ritual texts, grouping phi-
losophic texts, the Shi Jing, and the Shu Jing together, whereas the Chun
Qiu and the Xiao Jing are specid cases.

7. Pre-h lig autosemantics, thematic analyss, and genreattribution

The h-point alows resolving the problem of borders between impor-
tant and unimportant (from the point of view of topicality) sections of the
list of most frequent characters. Removing synsemantic characters from
the pre-h-point part (or smply pre-h) of the list alows selecting the most
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important content (“thematic”) characters®. According to the PA meth-
odology, autosemantic nouns represent the text theme, and verbs—first-
order predicates expressing the properties or actions of the central words’
(Popescu, Word frequency, 95). Table 12 ligts the pre-h-point autoseman-
ticsfor al texts of WSW Ctexts corpus.

Table 12. Pre-h-point autosemanticsin the WSP Ctexts corpus
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% Popescu classify as “thematic” only nouns, verbs, and adjectives (Popescu,
Word frequency, 95).
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7.1. Thematic and genre analysiswith pre-h list

Characters on the pre-h list may be used to attain various goals, such as
thematic andysis of texts, or as features for genre classfication. As an ex-
ample of the application of autosemantic characters on pre-h ligts for genre
classficaion, this study will apply categoricad analysis to demonstrate how
higtorica narratives may beidentified with the help of pre-h ligs.

Generd categorical analysis of frequency lists has been implemented
in earlier sudies of Chinese classics (eg., Guo, “Gudai hanyu”, 73; Li,
Shisanjin, 27-29; Chen & d., Xian Qin wenxian). Unlike these ap-
proaches, this work presents a feature anadysis of a reduced number of
categories, targeting historica narratives.

Fang and Cao indicate that analysis of the relation between linguigtic
variations and genresis based on two points of view: “(1) linguigtic features
have been extracted and examined across different text types, and (2) ob-
servable linguigtic variations have been used to identify and classfy texts
automatically” (Fang and Ceo, Text Genres, 51). The present work is
driven by observing features in pre-h lidts, trandated into characterigtics of
higtorica narratives. Characters belonging to these festures are grouped
under related categories and al other characters are grouped under POS
categories (to avoid building a full ontology). The featured categories are
numerical, calendrica, socid, and politico-geographicd; the POS categ&
ries are nouns, verbs, adjectives, adverbs, and miscellaneous characters™.
This gpproach dlows us to test whether these characteristics of historical
texts are more prominent by comparing with other texts and demongtrates

% The systematic approach would include other terms, e.g., ritual, ideological,
and mantic terms.
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that autosemantic characters in apre-h list may be used for genre anaysis.
A subsequent study will implement a more complete categorica anaysis.
The thematic characters (nouns, verbs, and adjectives) in autosemantic
pre-h lists may be used to andyze the content of texts. This option is men-
tioned in the following andysis, but only to demondtrate the potentid of -
fered by the PA methodology for content analysis of dassic Chinesetexts.

7.2. Numeric and calendar categories

Numerica and cdendar categories may be reviewed together be-
cause, in historical texts, numerical and tempora characters are often
parts of dates. The most prominent text in this relaion is the Chun Qiu,
which features al numbers from 2 to 9 (missing one and ten) in the pre-h
ligt, and characters for month, year, and al four seasons (missing “day”).
This text has the highest percent of autosemantic tokens in these catego-
ries®. It characterizes the Chun Qiu, the Zuo Zhuan, and their combina-
tion in the Chun Qiu Zuo Zhuan astexts, where dating is a very important
part of discourse. The same situation (with minor omissions) is observed
in accompanying texts of the Gongyang Zhuan and the Guliang Zhuan.

Only the Li Ji could be closer in this aspect to the historicd texts,
mostly with respect to the Gongyang Zhuan and the Guliang Zhuan. In dll
other texts, caendar terms, except the character for day, are practicaly
absent from the h-list part of the frequency list, so these terms may be a
genre-classification feature. Numericals, as well as calendricals, are prac-
tically absent in the pre-h list of “ideological” texts, such asthe Meng Zi,
the Lun Yu, the Xiao Jing, and the Zhuan Zi. They are aso not frequent
in the poetical Shi Jing®. However, the “ritudistic texts” such as the
Zhou Li (introduces sui), the Yi Li, the Li Ji, and the Shu Jing, feature a
few numerical characters.

The distribution of terms in these categories demongtrates benefits of
implementing the PA methodology. In general, numerical and calendar
characters belong to the most-frequent characters for al these texts®. In
philosophical texts, they could be lower on the list than in historical texts,
but the significance of this difference is hard to evaluate in frequency-
zoning approach. The presence of these characters in the list of autose-

% The character for day (ri), as well as numericals for one and ten, have
higher frequenciesin the narrative of the Zuo Zhuan. Only the combined text, the
Chun Qiu Zuo Zhuan, findly, in the pre-h zone has the full set of numericals up
to ten, and all temporal charactersfor day, month, year, and the four seasons.

% The Zhou Yi isan exception, due to his mantic formulas.

% For example, even in the Lun Yu many numbers and calendricas are
among top 200 most-frequent characters.
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mantics in the pre-h area alows them to be treated as a feature for genre
classification of historical texts.

7.3. Social category

The “socid” terms in this article include officid titles, family-
relation terms, and such socia categories as min (people). The most terms
(in absolute numbers), unsurprisingly, are observed in historical texts, the
Chun Qiu Zuo Zhuan has the most (26 characters)®. Unlike numeric and
caendrica terms, al textsinclude socid terms in the autosemantics of the
pre-h list. However, different types of socia terms exist as groups. The
historical texts include many specific terms, such as shi, bo, or other feu-
dd titles. The philosophica texts, such as the Mengzi and the Lun Yu,
include mostly genera terms and appellations, such as gong, jun, min,
wang. The Zhou Yi only contains z, ren, and jun. Thisis the smallest set
in the corpus®.

7.4. Palitico-geogr aphical category

These terms are also prominent mostly in historical texts. Other texts,
such asthe Lun Yu, the Yi Li, the Zhou Yi, and the Xiao Jing, often do
not contain these termsin pre-h lists. The most generic character for those
that do contain them is guo. Pre-h ligts for historical texts contain the
most geographical and administrative terms, and the names of the most
important kingdoms. In absolute terms, the Zuo Zhuan is the champion
(inrdlative terms, it isthe Chun Qiu).

7.5. Nouns

Although characters that do not belong to featured categories and
that are lumped together under POS categories are not of special interest
for the present work, they still merit afew words. The noun category con-
tains conceptua skeletons of texts; they are thematic words that provide
the main information on the topic of the text. Table 13 groups nouns from
historical texts into politico-geographical and social categories. However,
in philosophical and ritud texts, nouns are the main part of their autose-
mantics. In the Lun Y u and the Mengzi, the thematic nouns contain terms
such asren, dao, xue and xin, whereas in historical narratives, beside nu-
merical and temporal terms that are not used in philosophical texts, the-
meatic nounsinclude zui, chao, luan, etc.

Thelargest list in relative terms is that of the Xiao Jing, and the next
largest isthe Zhuangzi. In absolute terms, thelist of the Yi Linislargest.

* However, relatively, it is most high in the Xiao Jing (due to short text) and
then inthe Mengzi with itstwelve terms.
“2 The next one, the Xiao Jing, lists zi, ren, min, and, not surprisingly, fu.
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7.6.Verbs

Verbs creste action for texts. All texts, with the exception of the Xiao
Jing, which contains only socia terms and nouns, contain verbsin their pre-
hligs. These thematic verbsreflect the topic of thetext, aswell asnouns.

The Yi Li contains the most verbs in relative terms, followed by the
Lun Yu. In absolute terms, the Chun Qiu Zuo Zhuan contains the most
verbs.

7.7. Adjectivesand adverbs

The Zhou Yi, which contains mantic formulas, contain the most
terms in relative terms, whereas the Li Ji contains most absolutely. The
Chun Qiu and Xiao Jing contain no adjectives or adverbs at al. Shi Jing
contains surprisingly few agdjectivesinitsh list.

7.8. Miscdllaneous

Other terms included into autosemantics essentially border with syn-
semantics. The Shu Jing contains most of them, relatively, and the Chun
Qiu Zuo Zhuan contains the mogt in absolute terms. They are mostly pro-
nouns, such as shi, and directionals.

Table 13. Thematic characters by category. Nouns, verbs and adjec-
tives that fit Numeric, Caendar, Socid or Politica categories, are not
duplicated in POS category column.

Nu- |Caden- |Socid Politi- |Nouns |Verbs Adiec- |Misc.

meric |dar ca tive/Ad-
verb
CQ |[T= |HFEE [ ANFET |HER KRR | KIE
=t |BAM R | 5% B
IPAN {ABUE RS LRSI
N &
Ju
ZZ |—= [HFEH |[FaNE (&85 (BH [HA&AT [ KES |BE
+— |BKEA [T | B (R |(fEREE BN R
iy (2 (AR | AR S [BHFEFT [T H AR sy
7N PR R W il |5 HaA y&l
AL HEE (R |[BORESK
Al DATRGE
23 PR T2 HR
BE4 3
3N
BT
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CQz|—= |H&EH [FANE |85 BH [HAE [ KES [2E
Z |t [HEX |EEAETR (B | SR |EREE (RN R
F L=l AR | ARBE R ISR (AT HI |IE b
Nt R W il A H
J\JL RAEHE T |HEEE GBIRE |BOkE
LBl 57 |5 ARG
B O TZEL
AR
B4 E
NS
JLy/ 5
FEIZE
iR i
GY |—= |HHEH [FAANE |B#®|EKR |[HA/REW [ KIER K2
+— |BKEL (BT | B e BB E
F L=l 1A BRI | ARBRAR BAMKAL
+ Sl R B
BHH AR
GL |—= |H&EH [FANE |88k |FE KR |[H&AGY [ KIEN X
+— |BEX TR | B R DEEEGY
iy |B {ARGERER | REEAS BN
+ il Ae FHERE
L) |[== [HFEH |[FAMNE |ZEH [BHEx [BAEEW | KADIE [
+— |B EERR KuEw |FECATH |NEA | B
Ty KRR PURTH: (RS RIS
il FH HOL R A (B
g | FAEME
EREAR [MERH
Fhr [ERRIERE
LY [= FANE WEL (FAGT (I =
KAl ERE BRI E R *
i L
MZ |[—H FANE BEE |[HERC (BT [ KSR |BE
FERRR B FEATE R ENIN
+ A fLAE # Eﬁkﬁf’ﬂ
SHI (UH [HH [ FAANE Kite |El&AAT | K8 (2%
TERAL Ol (T5 2Ry Tk
SHU|=— ANER BT |[FH3R |HAESE KD | FLE
L] Gidhe 7 (e AAER (B T
" TR
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XJ TARR HRF

YL == TANE IR [HAfa s KA TP E
- PNV 8| T NV AL 7 R S H ke
FHRRE | AU A

BB RFETHIE
MR |2t
B | B
UEl

fiti MR RFE
e e
ZL |—= [Hpk |[FANEET|BUFT|EHEE [BEAGH [ KDE | FL
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O | SR sl
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7.9. Summaries of thematic character sby text

Pre-h lists of autosemantics are good material for thematic analysis
of texts in the corpus. Thiswork provides only a very short characteristic
of each text according to the associated pre-h list™.

Chun Qiu

The Chun Qiu has the most characters in numerical, caendrical, and
political categories, and in the socia section, so amost nothing is left for
genera groups such as nouns and other. The Chun Qiu contains a limited
st of verbs, and just two characters in adjectives-adverbs (only da and
zheng). Numerical and calendar terms are used to denote dates. Socid
charactersinclude palitical offices such as gong, hou, wang, bo, and ranks
such as shi, fu, and terms such as ren, sun. There are aso names of king-
doms. Qi, Wei, Chu, Chen, Jin, etc. The most used charactersin verbs are
sha, fa, sang, meng, gui, etc.

“ See Appendix 2 for pre-h lists.
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Zuo Zhuan

The Zuo Zhuan features the largest pre-h list*. The Zuo Zhuan is
similar to the Chun Qiu in that it features numeric, caendar, socia, and
political character groups. It differs from the Chun Qiu, however, in that
is has astrong (other) noun group (i.e., its thematic scope is much wider),
and a much stronger verb group. It also features many characters in the
miscellaneous group. In the nouns, categories close to politicad area
dominate (li, shi, wen, tian, de, chao). The political area is also reflected
in verbs, with verbs such as g, sha, ling, zhu, etc. On the other side, there
are many verbs, related to the narrative character of the Chun Qiu: yue,
gao, yan, jian, etc.

Chun Qiu Zuo Zhuan

The Chun Qiu Zuo Zhuan is very similar to the Zuo Zhuan; only few
characters appear that are not on the pre-h list of the Zuo Zhuan and be-
long to the Chun Qiu Zuo Zhuan: three numericals (qi, ba, jiu), a socid
cao, and three verbs zang, qin, ju. The positions of some characters com-
mon to both texts increased thanks to the Chun Qiu (e.g., jia and zheng).
The Chun Qiu Zuo Zhuan pre-h list vocabulary isthe biggest in our corpus
and could be used as the comparison criterion for other vocabularies.

Gongyang Zhuan

The Gongyang Zhuan features thematic content more similar to the
Chun Qiu than to the Zuo Zhuan, with just a few noun and other charac-
ters. Its vocabulary, however, is asubset of the Chun Qiu Zuo Zhuan (ex-
cept for acouple of characters).

Guliang Zhuan

The Guliang zhuan is similar to the Gongyang Zhuan.

LiJi

The Li Ji is a text whose thematic features are similar to the Chun
Qiu and to the higtorical group in that it features many numericals and
caendricals on its pre-h list. In addition, it has many socias, most of
which, except for three sociad characters (mu, fu, kong), are part of the
Chun Qiu Zuo Zhuan vocabulary. It contains fewer palitica terms, but a

decent list of nouns and verbs, of which amost a quarter appear only in
theLi Ji. Thisfact differentiatesthe Li Ji from the historical texts.

“2 Except when combined with the Chun Qiu, the Chun Qiu Zuo Zhuan.
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LunYu

The Lun Yuis agood example of a philosophical text. It has amost
no numerical and calendrical characters, has a very restricted set of Social
characters (4, gong, ren, jun, fu, kong), and has practicaly no political
characters. Its verbs are mostly narrative verbs. Its nouns and its socia
terms provide the theoretical message of the text.

Meng Zi
The Meng Zi is very similar to the Lun Yu; it just has a more ex-
tended social lexicon.

Shi Jing
The Shi Jing pre-h list is rather short; its verbs and socid lists are

very smilar to that of the Lun Yu and Meng Zi, dthough shorter. How-
ever, itsnouns differ, and its other category israther big for such atext.

Shu Jing

The Shu Jing is similar to the Shi Jing, except that it has alarger nu-
merical ligt, smilar to that of the Chun Qiu. Its socid and noun lists are
very short for atext of thissize. In away, the Shu Jing has the most skele-
tal set of characters.

Xiao Jing

The Xiao Jing's pre-h lig is naturaly limited due to its size; how-
ever, it contains socid and noun characters, reflecting its genre.

YilLi

The Yi Li is a highly narrative text. It does not have a large social
list, as may be supposed; however, it has very large noun and verb lists.

Zhou Li

The Zhou Li is smilar to the Li J and the Yi Li, but it has a larger
st of numerica characters, some calendrica characters, and balanced
nouns and verbs.

Zhou Yi

The Zhou Yi may be grouped together with philosophica texts; but it
has disproportional numerica and adjectiveligs (according to its genre).

Zhuang Zi

Findly, the Zhuang Zi may be grouped with ritualistic texts.

8. Conclusions

This article concentrates on frequency lists of individua texts in the
WSP Ctexts corpus in an effort to understand how to extract relevant
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topic information from these texts. Frequency lists depend on text length,
and many characters high on the lists are “function” (or “empty”) charac-
ters, which, although they could be used for styligtic anadysis, do not give
useful information on text topics and genre. This work applies methods
devel oped by Popescu and Altmann for identifying theme-related parts of
frequency lists. Thistask required constructing a custom list of synseman-
tic charactersfor Classical Chinese.

The paper begins by analyzing rank-frequency charts and cumulative
spectra. The curves are fit to provide dope gradients for text groupings.
However, sorting by curve gradients does not bring in interesting groupings
(however, these results could be useful in other studies).

The paper next introduces the h-point and a-point vaues, following the
PA methodology. The a-vdue apparently depends little on text length; how-
ever, it does not classfy texts dong known genre or stylistic groups. One
interesting result is that the a-values for Chinese classics indicate, according
to Popescu’s methodology, that Classical Chinese belongs to the group of
analytica languages. The next group of indicators F(k) and G(k), devel oped
within the PA methodology, better classify the texts by genres. Overdl,
athough these indicators may be useful for some other linguigtics func-
tions, they do nat provide consderable information, which would alow
textsto be grouped thematicaly according to pre-set genre classification.

The main function of the h-paint is to provide a “fuzzy border” be-
tween synsemantic and autosemantic words or characters on the frequency
list. The border is fuzzy because some autosemantic words are higher than
the h-point, and some synsemantic words are below the h-point. The auto-
semantic characters on the pre-h-point list (“thematic characters’) have
important meaning for themetic features of the text.

Thematic character lists has been developed for texts in the WSW
Ctext corpus. These ligts could be used for various thematic anayses and
genre classification of texts. However, thiswork does not offer afull ontol-
ogy for andysis. As an example of prospective anaysis, a categorica
analysis of textsis presented to identify the historica group (or genre). The
categories that could be features for a historicd narrative were chosen
mostly by observation, because not much research is available on higtori-
ca-genre vocabularies. The following categories were chosen: numericd,
caendar, socid, and politico-geographicd. We presume that, in the case of
the WSP Ctexts corpus, a strong lexicd presence in these categories will
classfy texts as higorica narratives as opposed to philosophicd, fiction,
and ritudidtic texts. All other pre-h list autosemantic characters are placed
in part-of -speech categories. nouns, verbs, adjectives, and others. In future
work, the author may implement a complete ontology (e.g., by applying the
sememe system of HowNet or categories of ChineseWordNet).

288



This approach findly proved productive for thematic analysis and
genre attribution in the corpus. It demonstrates that thematic characters
could be used for genre classification of texts. The number of autoseman-
tic characters in numerica and calendrical categories, and the strong
presence of social and politico-geographical terms in pre-h lists, classify
the Chun Qiu, the Zuo Zhuan (and combined the Chun Qiu Zuo Zhuan),
the Gongyang Zhuan, and the Guliang Zhuan as historical narratives. The
characters in those categories amost exhaust pre-h lists in most of these
texts®. The Gongyang Zhuan and the Guliang Zhuan contain amost no
other nouns, similar to the lapidary chronicle of the Chun Qiu. Theritual-
igtic texts, such as the Yi Li and the Zhou Li, and philosophical texts,
such as the Lun Yu and the Zuangzi, contain comparatively more nouns
that do not belong to numericd, caendrical, or socid terms. The Yi Li
aso contains the most verbs. Verbs generally prevail over nouns in this
classfication (naturally, generic verbs, with socio-politica terms ex-
cluded). The Zhou Yi pre-h list contains the greatest number of adjectives
(not belonging to “historical” categories).

The analysis of the pre-h list autosemantic vocabulary aso allows us
to identify the Zuo Zhuan as the most fundamentd text in the corpus,
from the vocabulary point of view: its vocabulary could be used as the
basis for analyzing the vocabulary of other texts. It is not surprising that
the vocabulary of historical narratives is dmost entirely contained within
the list of the Zuo Zhuan, athough philosophica texts (i.e., the Lun Yu,
the Mengzi, the Yi Jing, and the Zhuangzi) and the Shi Jing and the Shu
Jing also have the basic pre-h list vocabulary contained in the Zuo Zhuan.
Still, the thematic characters indicate content differences between texts.
The pre-h lists of characters could be used for thematic and genre anadysis
of classical Chinesetexts.

Another direction of future work could be analysis of the phenome-
non what Meyer* called “macrolevel consistency” (Meyer, “Philosophy
on Bamboo“, 185) or “macrocoherence’ (Meyer “Philosophy on Bant
boo", 206) of classic Chinese texts. Many classic texts are not consis-
tently “narrative’, being composed of multiple “ units of thought”. Being a
cumulative (non-monolithic) work (Brooks and Brooks, The Original
Analects, 4-5), what does make an entire text an independent unity?
Brooks and Brooks develop the accretion theory of evolutionary devel-
opment of such texts (Brooks and Brooks, The Original Analects, 201ff),

3 The numerica and calendrical terms in the corpus have a strong presence
of social and politico-geographica terms.

“ Meyer cites Kern as the origin of this concept (Kern, “Quotation and the
Confucian Canon”, 35-36), though Meyer eaborates this concept considerably.
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using formal stylistic analysis as well as study of distribution patterns to
discover timeline of accretion inthe Lun Y u.

Studying various versions of the Zi yi (currently a chapter in the Li
Ji), Meyer tries to find balance between single units of the manuscript
versions, and text as a whole. He notes that even though “the different
units are not blended into a unified whole sructurally (formally, they re-
main fully isolated, and hence specific answers to a given concern), the
uniform pattern of each of these units nevertheless crestes a sense of con-
sistency and allows the recipient to identify with the work as a whole’
(Meyer, “Philosophy on Bamboo®, 185). The macrolevel consistency al-
lows the Zi Yi, condsting of “units of thought” to be perceived as one
work: “the macrolevel consistency of the “Zi yi” suggests that it is
unlikely that this anthology is an accidental collection of otherwise-
unrelated materias’ (Meyer, 206).

This author presumes that the concepts of accretion and macrolevel
consistency could be extended to larger collections of individual texts,
like the Li Ji, and comparative anaysis of pre-h list vocabularies of these
collections and their modules could help to understand the nature of this
perceived coherence.
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Chun Qiu CQ
Chun Qiu Zuo Zhuan CQzz
Gongyang Zhuan GY
Guliang Zhuan GL
Li Ji LJ
LunYu LY
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Shi Jing SHI
Shu Jing SHU
Xiao Jing XJ
Yi Li \
Zhou Yi Y
Zhuangzi ZHZ
Zhou Li ZL
Zuo Zhuan zZ
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Appendix 1 Synsemantics (“ empty characters’ and stop-words)

Class 1 Synsemantics (empty characters)
AEHARWATIA A BT T B LR IR AT MARAC LI AT
PR EL AT 5 A5 457 G e A7 AL A1 9% A1 505 v 1125 6 4 €2 Al (22
AR LTCSE v b A g o H B SRR LS A U1 U497 ) i) 81 B i e )
TR 35 1 270 29 RE 2 26 58 RV RIAN 3K 53 W [ - i) 5 AES P g e i
W Ja e 5y 5 G ERE ARV 15 B o G 5 e A e PR S 72 5 i M
" WHR I e TEEL T DK W55 5 6 R b A4 i BV 5 o 2 A 37 2 52 I 2 00k 0y
Ut A T A T A L i e B 22 A 1 R LI R O 2 o
S RIRARIATIARTE R 2R B ER SRR HEE B TR
TR S P BT 4 AR A 540 S e R R BT T iR e e R
LRy I R 2 e B 4y 2 B Ay DR A A AT R L LSRR
RIRIEL R LUIZ I A U LT IR R D U8 0 12 VPRI IS A 2 T
TR SRR R L Y P R I 1Y) 17 A i LA S 0 M 5 R
T i e o S R B AT A R R B R LR BR A 2 [ 5 RE O T TR
7 110 R A0 ) o SRR 1 2 S8 B R A 2% 5 5 SRR IS L SRk Ak
R BRI TR R R A R A it oh B 2 e L2 ME S OGRS E
TR P P MR 4 25 3 S T e 1 100 T 0 e R 0 2 S S R AR S
] o] i P B2l =1 5 LR P B S e S e A S50 o s T

Class 2 synsemantics (stop-wor ds)
— BT NS AR AAS TON A FE 25 S BURT % [ 5 A A
] KR KA G L 22 52 /D IR J B O 24k s GG 4T B 5
FeH ARARR S IEBOR IR 2 SR HAE T E B 2308 HAL S L4
MEASREAT A Byl R P2 HE A 1T

Appendix 2 Thematic charactersin the W SP Ctexts corpus
Chun Qiu

Category Character
Numerical +==HM/)\SHIL
Calendar HERFEAK

Social titleshames |2 N5 FAlFR £ RADECE

Political geography |75 £ A5 k7 28 B KD

Verbs FARIRFE IR 7 B B SOBUC B
Adjectives NI
Miscellaneous
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Zuo Zhuan

Category Character
Numerical Z=—hlN
Calendar HEHAMELXR

Social titles’/names

T N ERTIAA BB R b R A m) b
LRpH 5

Political geography | &5 2% 75 [ B it A R 5 o I 2 i 45 B2
Nouns F S E BRI S AL Ik
Verbs F1 2 AT AR B RE AR T HE B 5 RN B IR T
%@ﬁ,ﬁ&ﬂ% THUE B SRIEE & 1B R B e
3
Adjectives/adverbs | KA RN
Miscellaneous RERTLEFA

Chun Qiu Zuo Zhuan

Category Character
Numerical = e i1 L A WAV
Calendar HEHKEXH

Social titles’/names

T N ERTIAA BB R b R A m) b
LA

Political geography |5 & 7% [ B0 A7 oA i S i) Ik 2 b 45 62 K0S

Nouns EE S PREERSIST RS G

Verbs FIR A n] A AR AE AT s 5 ANEROR Rl Ak AL
S 7 SO T AR AT SRS 2 MR ) &
TSR [ (= 5 ik

Adjectives/adverbs | KE4 /N IE

Miscellaneous REA N EFS

Gongyang Zhuan

Category Character

Numerical e e LB

Calendar AHEHMKELXE

Socidl titlesinames | FANB B FRIFRAD RBUREZ=ACATE 2

Political geography |5 75 8 SR &7 A UKD

Nouns EPN

Verbs FIRA n R B AR HGHZE B kAR

Adjectivesiadverbs | KIEZR

Miscellaneous PS5

292




Guliang Zhuan

Category Character
Numerical e e T L
Cdendar HEHMKELXR
Socid titlesnames |+ A N {5 LRI FAT B R ER S Al 2%
Political geography |5 28 7% B B iy o UKD
Nouns EDN
Verbs E2A nl AR 5 AN R EE R B AGE
Adjectivesadverbs [ KIEW
Miscellaneous JE S
LiJi
Category Character
Numerica —=+—%l
Caendar HEHE
Socid titlesnames | A NE 7= T R B R L RHmSL
Political geography |
Nouns PR i Pl T2 T B 4 T T i A SR
Verbs E2A T sl 24T B Al RN B R A B AR 32
BRHE ””ﬂ?)ﬁ
Adiectivesadverbs | K/NIENSEA/MA &
Miscellaneous A b
LunYu
Category Character
Numerical =
Cdendar
Socid titlesnames | A NFE RAL
Political geography
Nouns FEHAIE R
Verbs L&A naaAT 5 HlE AR
Adjectivesadverbs %7
Miscellaneous Ja=t
Meng Zi
Category Character
Numerica —H
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Cdendar

Socid titlesnames [ FANE ERERR L Lok
Political geography |75
Nouns HRAIELORE
Verbs FI2A a7 5 AR &
Adjectives/adverbs [ KA-5R
Miscellaneous ERT

Shi Jing
Category Character
Numerica M
Calendar HH
Socid titlesnames | A NE EiFR AL
Palitical geography
Nouns PN NS E A
Verbs EL & 14T 5 2R ik
Adjectivesadvebs | K&
Miscellaneous T

Shu Jing
Category Character
Numerical ——HUH
Cdendar
Socid titlesnames [~ A F R
Political geography |
Nouns ESS SV
Verbs A = B A AR
Adjectivesadverbs | K4 /N
Miscellaneous T BT

Xiao Jing
Category Character
Numerica
Cdendar
Socid titlesnames [ FARR
Palitical geography
Nouns HRF
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Verbs

Adjectives/adverbs

Miscellaneous

Yi Li

Category

Character

Numerical

Cdendar

Social titles’/names

TANEREH b

Political

Nouns

%‘%Fﬁ%j b 1 5 e I e o S v 2 i 5

Jing

Verbs EI2 A 5 NS RAT G RR & FE T % 52 22500
B LA IR B B R L
Adjectivesadverbs | KAMAE
Miscellaneous B A
Zhou Li
Category Character
Numerical e A=
Caendar H
Socid titlesnames |7 A& R IR A LR EARE
Political geography [
Nouns PGS T A Yy R ek
Verbs FIAARRAT N IS B S AE R 2R 552 2
Adjectivesadverbs | K/NENRIEAS
Miscellaneous EGE
Zhou Yi
Category Character
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